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DIGITAL FILTERING IN A
DISEASE DETECTION SYSTEM

.

.

l-y

R. R. Brown

ABSTRACT

A low-pass, nonrecursive digital filter has been designed
to process data in an automated enzyme immunoassay system.
The software implemented filter has been installed in t?le
Intel 80/10 system controller. A low-speed sample rate of
three samples per second allowed the filter algorithm to be
programmed in the high-level FORTRAN language with a
resultant execution speed of 0.6 secondO per data array.

Fourier techniques are used to derive e zero phase shift
filter algorithm from a frequency doma.n prototype. The
resulting alogrithm is modified by a I’kmming window to
reduce transients and Gibbs phenomenon oscillations.
Observations on the effectiveness of the filter under full
system operation indicate a 90% data recovery rate.

I. INTRODUCTION

Digital filtering is a powerful system component that can be ueed in a wide
variety of information systems. In this case, digital filtering IS applied to
tl)e recovery of noise-obecured data collected during the rapid eerodiagnosie
of tnfectluu~ di.setiseu in nnimalu. The nonrecursive filter la implemented in
software using standard commercially available prod’Jet-,

Stnte-of-the-art Hoftware and hardware are being designed at Los Alamos to
automate the enzyme immunoassay (EIA) ueed as a new msthod of datecting
infectious diaease8. Of primary concern to the fur,ding aaency, the Unitad
States Department of Agriculture, are production of ● ●ystam that automatee
the diagnonia procees nnd proof that the r.haory involved ham practical
applications. Coll&boration with Technlcon Corp. reeultad in an EIA-modified
system copable OF annlyzing 240 unique serum aarnplaa per hour.

In the fi,~al otnge of proceeding, the Lea Alamoo-Technicon analyzer
occasionally producee larRe excursions in the output data caueed by unstable
hydraulic cond{tlone. Tl)e peraietence of thin problem resulted in the design
of n nonrucurniw digital filter u~in~ Fourier techniques. The low-speed,
low-paes filter is implemented in software ~~nd run on the Intal 80/10 computer
eyntem Ll)at alao controln the EIA hardware eaquencing.



II. LOS ALAMOS-TECHNICON AUTOANALYZERII

At Los Alamos, we are studying the EM for the diagnosia of in fectiou6
diseases in cattle.1 Part of the research involves evaluation and
enhancement of the Technicon automated EIA system. The system is a
specialized analyzer ueed for rapid detection of infectious diseaaea, toxk
agente, and low~olecular ueight corpounds.

The EIA system (Fig. 1) basically uses a primary sampler, &n incubation .
.

sampler, a reagent pump, and a calorimeter to implement the EIA sequence. The
system, designed to process 240 unique serum samples per hour, providez
poeitive or negative test results for each sample and some statistical
information. The fluids involved in the process are transported from one
device to the next through flexible tubing.

A critical factor in system o~eration is the separation of samples in the
tubing . Samples are separated by following each sample segme,~t with a wash
fluid segment continuously injected with air bubbles. The bubbles provide a
ecrubbinp action, which cleans the tubing, th~~s providing an isolation medium
from one eample to the next.

The EIA results In a resample fluid having an optical density proportional to
the amount of infection present in the resample. At thie point, the fluid is
transported to the calorimeters, which produce an analogue voltage
proportional to the optictl density of the corresponding resample. A
voltage-versus-time waveform generated at the calorimeter output (Fig. 2) IS

similar to a sinusoidal wavefotm with L peak occurring every 30 seconds.

A problem ~rises at the calorimeter because the resample must be completely
devoid of bubbles. The calorimeter contains a debubbler to remove the bubble6
before analyais. Occasionally, the debubbler fails to remove a bubble, which
then obscurns the data with a voltage spike (Fig. 3). The dominant Fourier
oerles spectral components are significantly higher for the spike then for the
resample response. Thus, data obscured by a bubble spike can be reclaimed if
the waveform is pas,sed through a low-pass filter.

The existing system data collection structure allowed easy incorporation of
either an analogue filter or a software-implemented digital filter.
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The calorimeter data are collected both on a strip chart recorder and ‘by the
t3ymtem computer. The computer digitizes the data at a rate of 3.08 samples
per second. For each resample response, 40 data points are digitized, stored,
and processed in real time. The processing algorithm determines the peak
value of the resample response waveform, which 16 the desired end re8ult of
the EIA.

III. FILTER DESIGN .
.

Nonrecuraive filtera2-4 are unusual in that zero or constant phaee shift can
be achieved and the problem of stability doesn’t arise. A nonrecurslve filter
la absolutely stable because there are no poles in the denominator.

The baalc mte?e involved in implementing the digital filter are apecifica:ion
of filter frequency response and data, choice of filter methcd8 end filter
window (if any), and installation of a filter in the eyetem.

A, Frequency Response

The ideal low-pass filter response (Fig. 4) absolutely excluden frequency
components above the deeired cutoff frequency Wc while paueing frequency
components below Wc without change. These characteristics are represented
by the frequency domain transfer function

H(rJ)) =
{

l, OISWC (passbamd),

‘O,m<w, (atopband).

(1)

Although the ideal filter is u~ed in generating the filter algorithm, the
re~ultant digital filter only approximates the ideal response. In this case,
the transition region between the paeaband and the etopband, the paesband
variations, and the atopband attenuation all ❑ust be specified as dictated by
the application. Then iterative methods are used to qelerate the
corresponding filter transfer function.

When cnoosing cm the Nyquist frequency must be calculated by Eq.(2) to
determine the up~er limit on the

rN=2+ , T -aamplc rate.

-u c o ‘c

FREQUENCY(rod/s)

frequencies that can be ctependtnt.ly filtered.

(2)

If the data being filtered have n @pectral content nbove the Nyquiat limit, an
annlo~uc lnw-peas flltcr probably will be ncccuanry to exclude frequcncie~
above the Nyquist llmit. Prefiltering le necceaary because the filter
trnn~fcr function repcata itecll’ nt intervals of twic,a the Nyquiat limlt.



B.. .. . .-

‘-7 for nonrecurGive filter design are useful inFourier-series techniques>
generating real-time. filter al~ori.t.hms .fr~m.a.knowm d.esl.red f$lter L?ansfer
function. The desired Z-domain transfer function is of the form

.,.

.

where Z- is the time delay factor. When Z - e~ t is substituted, the
corresponding frequency response IS

(3)

By expanding Eq.(3) using the Fourier-series approximation, the coefficient
are d~termined for either even H()= H (- ) or odd H ( ) = -H(- ) denired
trar~fer function8

!2T “
yo H~(@)cos(koT)do ; (even)

J2T ‘c
To H~(wj’sin(koT)dw , (odd~;

(4)

(5)

where HD( ) is the d~sired transfer function and
frequency.

~ ie its upper cutoff
Tne general equation for the desireu transfer function is

I

[

1
HD(Z)= a.+ i ~’ (a,-b~)z~l+ :(a, +b’)Zkj .

2 ,.. k-l

i (6)

In the case of the low-pass filter of Fig. 4, the transfer function is an even
function, and thus Eq.(fi) becomes

I

[

,9

1
HD(Z)=aO + ~ \% 4Z-”h]+ _ %Zh .

2 ,%, k-1

(7)

Note that the upper limlt on the summation in Eq.(7) ha6 a practical limit
dictated by the hardware used to implement the filtur and the time constraint
placed on the hardware. Lcwerin& the summation upper limit Eq.(8) ❑ake~ the
resulting filter algorithm emaller (with a faster hardware exaculion time) but
also makes approximation bf the desired filter frequency reaponaa cruder.

‘1 1[H,,(z)=% + – “ akZ4 +{’h.k
1

,J<aJ .
2 ,~, ‘=1

(8)

If the allownble traneltion region in known from the paaaband to the otopband
of the frequency domnin filter tranmfer function, then J can be calculated
from J w 2 /(T ), wh~re ‘( ~ - ~)/2~ (se@ FifJ. 5*)



c. Time Domain Mapping

The inverse Z transformation of Eq.(8) is the time domain representation of
the de~ired digital filter. Equation (9) itr the inverse Z transformation of
the tranefer function of Eq.(8) where Y IS the output and X 16 t%e input of
the digital filter. (Note that it 18 implicit that the diecrete-time
variable8 re multiplied by the 8ampling rate constant T.)

. .

1[’11
y(n) = U + ~, ~., ~ ‘(n 1’-k)+~ qX(n+k) .1

k-l

.
.

(9)

. . . ‘Equation (9) is a discrete time algorithm in a form 8UitSble for installing
into the target syBtem. In this equation, the iiltering IS done by the
weighted summation of pa8t, pre8ent, and future sampled data points.

The tsrget system computation time per data point can be calculated by

t =2J~+(2J+ l)t~+(4J+l)tr., , (10)

where tm - multiplication execution time, tA - addition execution time,
tf-8 = memory fetch-stoi”e pair time, and J M summation limit on Eq.(9).

D. Filter Window

Windowing la a procesB of selective attenuation used in digital filtering to
reduce transients in the time domain filtered dats, Start-up and ending
transient~ (or leakage) are dt~e primarily to an aperiodic filter

The bw-phmsflkrIrmmferfunabnpla showmilremandtbn
melonMw+enfhepwburdsnd uopbmwlaobdr~ro,-IN,.

‘1 ‘2

FREQUENCY(rad/s)

input; they chn be greaLly reduced by windowing either the filter coefficients
or the datn Although a window improves a filter’s transient reaponae, it
aleo de8radCa some desirabie filter ch~cacterlatice. For nxample, windowing
lesaena the trlopc of the frequency domain tranafer functions transition
region.

The appllcntion clictatcq the tvpe of window ueerl. The type often dependm on
how lonF; the filter algorithm or dnta array 1S nnd what sort of analynie la to
De done on the data, If the dnta are to be analyzcrl for mpectral content,
often vindowing is dorie on the data. Becauee fhe window fu ba~ically a
position-selective attenuator, the data spcctr~ll content may not c!lange
(depending on the lungth and rL -f the data army) except that the
leukage problem iS reduced. If dtiL . LO be analyzed for time domain
amplitude, -windowing tbe data will most likely be prohibitjvo becausu of the
windtiw’~ nttcnuntfon charncterlmtics. In ~hia aituatlon, windowing ,.an be

6



-dime -on -the+il~ ~~~ ‘ F+4e+n%q-ue L9++++ae&A3r filter
deeign, an added advantage to windowing the filter algorittun ie the reductio~
of the Gibbs phenomenon oscillation in the filter frequency response.

—.. . . . . . . . . . .-— . . ----- .

Iv. LOW-PASS FILTER APPLICATION . .

The digital filter resides in the Los Alamoa-Technicon ETA analyzer’a
controller. The controller first digitizes the colorimete?r output and stores
the results I.n an array. The array th~n is processed by the
qoftware-implemented digital filter algorithm and finally is analy=ed for the
peak value. Tine peak value is corrected to an optical denelty, corresponding
CO the particular serum sample.

Forty data points are digitized per serum sample at a rate of 0.325 seconds
per sample (= T). The Nyqulet frequency Ie then

fN=&
2T

1.5 Hz.

The roughly 8inusoidal shape of the colorfmeter data (Fig. 6) yields an
approximate calculation of the filter paaeband freque~ciee,

f
1 cycle

‘—=0.0333’1 Hz. ;
‘i’’=30 seconds

TIME /

By arbitrarily choosing the cutoff frequency as five times the data frequency,
the cutoff freq~lency is

fCx5f~u-0.2Hz.

rigure 7 ia the deeired frequency domain transfer function of the low-pane
filter. 8ecauae the low-pane filter repeats itself at intervals of tuice the
NyqLli8t limit (~ fNm3.0 1{2), the equivalent of a bandpase filter will be
from 2.8 ~c 3.2 Hz (and agatn from 5.8 to 6.2 Hz, ●tc.). ThUO, the
colollmcter output must be analogue prefilterad if the colorimmter output
contaln~ a spectral content above 2.8 Hz. In this caoe, ●n anaiogue low-paae
filter with a cutotf frequer,c~ of 2.8 Hz could be placed at the calorimeter
output. (A ~imple one- or two-pole filter kill do.)

-.

7



Generating the digital filter algorithm is a matter of releting the de6ired
frequency response Eq.(1) to the Fourier technique equ.~tions Eqs.(4) and

1(5) ●

1
2T *

:%=— J
2T “

H~o$coa(kmT)ti =— (l)cos(ka)T) *=~aii2nkfCT) k=1,2,3,... Jjj

b

n n@
nd

.

~

here the number of filter algorithm tapa is’J + 1 for a casual algori~hm.
For the noncasual symnetri.cal algoritlm,

~H(Z)=%ZJ... tJ.lZ+aJ+aJ+lZ... auz-’j, , (11)
I
the number of filter taps = 2 J + 1. Equation 11 IB a nonrecureive digital
filter with zero phase shift and a time domain form of Y(n)-aoX(n + J) . . .
aJ-lX(n) + aJ + aJ+lx(n - 1) . . a2Jx.(t) - J), where X(n + J) = input
at time (n + J)T, and Y(n) = output at time nT. The tap length of the filter
1s proportional to the accuracy by {hich the desired tranafer function
(Fig. 7) is reproduced. Of primary cencern ie the frequency donwin transfer
function pasaband-to-atopband transition region. The effect of the tap length
can be seen in Fig. 8 and Fig. 9. Figure 8 is an n-tap filter with a
transition region of 140 dB/DECADE; Fig. 9 is a 41-tap filter with a
transition region of nearly 170 dB/DECADE. Both filters were generated from
the same set of parameters.

The frequency response of a filter derived from Fourier techniques always
exhibits Gibbs’ phenomenon oscillation (Fig. 10) at any discontinuity.
Modifying the filter transfer function can greatly reduce Cibbs’ phenomenon
and the time domain start-up and ending transients. The modification is a
Wi
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in which each filter coefficient Eq. (11) is ❑ultiplied by a corresponding
window coefficient. A good window for a relatively small numbzr of terms 1s
the Hamming kLndow,8

Figure 11 ahow8 the windowed version of the filter in which the Gibbs’
phenomenon oscillation is essentially eliminated. Figure 12a and b show
simulation of the time domain sampled data before and after filtering. In
Fig. 12a, the triangle curve is the calorimeter output sampled data, while the
dot curve is the data after filtering without a window. In Fig. 12b, the
correspondi,~ windowed filtering exhibits a transient behaviour lower than
that in Fig. 12a; it is due solely to the modification of the filter transfer
function by the Hamming window.
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When the filter algorithm is complete, software ie written to implemtint the
filter in the Technicon controller. An Intel 80/10 computer with the SBC 310
high-speed mathematics unit controls the system. The controller is programmed
with approximately 8000 lines of PLM source code and a small amount of FORTRAN
60 cotie. Because of the precision involved in the filter proceeding and the
ease of interfacing ta the SBC 310, the Fl)RTMN 80 language is advantageous In
implementing the digital filter. The Appendix lists the 30 lines of FORTRAN
required to implement the filter.

The filter tap length is dictat(d by the time allowable for completing the
filter subroutine. In this case, a 21-tap filter requires 0.6 seconds of
computer tir~ to execute the rcutine. According to Eq.(10), the computer ❑ust
execute 1200 floating-point multiplications, 1260 floating-point additions,
and 2460 memory fetch-store pairs to process the 60 data points through the
filter algorithm.

The 21-tap digital filter chosen for use in the Technicon system has a
stopband of 22 dB and a transition region of about 160 dB/DECADE, as shown in
Fig. 13. The filter is roughly equivalent to an eighth-order analogue filter.
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To evaluate the filter’s effectiveness, several EIA runs were made in which
bubble-inducet noise spikes were observed and the corresponding computed peak
values noted. During a run, several quality control aasays are included in
which each computed peak “~alue ahzuld be approximately equivalent. Figure 14
presents three t:rpical sample responses with bubble-induced spikes that
occurred dllring the quality control assays.

. .

Included below are the following data values associated with Fig. 14; the
overall assay ❑ean value, the etandard deviation, and the compu-er-calculated
peak value of the sample response. An effective filter will process the data
so that the presence ~f a spike will not affect the computer-calculated peak
value; the peak value should be approximately the same as the assay mean value
(within the given standard deviation). The data below verifies the filter’c
effective recovery of sample data obscured by bubble-induced noise spikes.

Fig. 14 Mean Value Standard Deviation Peak Value

a. 0.0052 0.0010 0.0066
b. 0.0062 0.0010 0.00:8
c. 0.0:14 0.0020 0.0214
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..~e proceds of selecting the app r~riate digital filter parameters for a given. ..— —
application 18 iterative. The tap length, the inclusion of windowing, t-he
cutoff frequency, and the overall adjuo:ment of the filter are all difficult
to calculate effectively without g_Certain amount _of-iterat-$cn. Therefore,
programming the filter design proc?as by Fourier techliiquee h-as advantages.
The user specifies the filter parameters then the computer calculates the
filter coeff~cients. In addition, plots of transfer function ❑agnitude in-
decibele versus frequency and a real-time simulation ar~ ~enerated. The
simulation function accepts a user-defined data array then filtere the data. so
the ~aer can ioune~iately see the effectiveness of the filter just created.

v. CONCLUSION

The use of digital filtering to recover noise-obecured data has many possible
applications ir, information systems. The EIA system provides an ideal
application for digital filtering becauae of sufficient separation of noise
and data spectral composition. In addition, the slow data collection rate
associated with the ETA allows a quick and flexible filter impl~men~ation in
software.

The low-pass, nonrecureive ‘ilter design iB a step-by-step process involving a
choice of filter alg~rithm ge ~erating and windowing methods. Fourier
technique for algorithm generation provide the advantage of zero phase
shifts, but aleo the disadvantage of Gibbs’ phenomenon oacillationa. The
oscillations can be es6entl_ally eliminated by windowing the filter
coefficients.

There are two primary r12EI?3011b for using a nonrecuraive filter in thie
applicaticr,. A nonrecursive fil+.er is simpler to design becauae the question
of stability doeB not have to be addressed. The penalty paid la the longer
execution time of the filter algorithm , which is affordable in this
application. The transient re.spol~se problem is less in nonrecursive filters
than in recursive filters; small aa~pled data arrsya benefit from a decreaeed
transient reRponse.

The digitnl low-pn~s filter Bucceasfully separates colorirneter serum data from
bubble-induced spikes using a 21-tap algorithm. The filter algorithm and lts
nssoc.iatcd urrny manipulations require 0.6 acconds of Intel 80/10 computing
time (for 60 data point~); the filter is approximately equivalent to nn
right-pulu unuloguc filter with n 22-dB atopbanrl.

1.

2.

3.

4,

5.

().

13

REFERENCES

Collifllcz, R. C. und Wlntz, P. 7!?77. Digital Image Proceeding.
AdciiHOn-w@Hl~yl h!NdiIII.1, MnN~uclluHcttti.

Ihmmlng, R. W. 197”?. Digttnl Filtcra. Prentice-Hall, Inc., Englewood
Cliffti, Nvw JcrMcy. sec. 13.3.

Opprnl}cirn, A. V. 1978. Applicnttonn of Digitnl Signnl Proceealng.
Prc.ltlce-}lnll, Inc.,

Oppl~nlwlm, A. V. and
Prentice-llnll, Illc.,

[)ti;)l)lll, LH, ,fm 1977.

Englcwood Clifie, NQW Jeruey.

Schnfer, R. W. 1975. DiRiLIil SiRnnl Procernelng.
Engl@wood Cltffn, Ncw J@r~@y.

Sign/Ii AnnlyHIB. Mrtirnw-11111 Book Co., New York.

Rnhlncr, [J. R. Iln(l Cold, B. 1975. Thnory and Appllcntion of ~i~ilal
SIHIIIII l’r(Jco~HlnR. Prentlcr-llnll, Inc., Englcwood Cliffu, New Jerney.



7. Seawright, G. L., Sanders, W. % and Bryson, K 1980.
Enzyme Immunoassay for the Serodiagnosis of Infectious
Livestock. The Ruminant Immune System. Plenum Press,
London: vol. 137*

8. Sterns, S. D. 1975. Digital Signal Analysis. Hayden

Automation of
Diseases in
New York and

Book Company,
Inc. , Rochelle Park, New Jersey: pp. 104-109, 115-118.

9. Wait, J. V. and Kern, G. A. 1978. Digital Continuous - System$
Simulation. Prentice-Hall, Inc., Englewood Cliffs, New Jersey: .
DD. 239-241.

the

. .

14


